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RESULTS

Adapted model achieved best quantitative
results of 74.56+8.61, 193.18+17.98, 28.30+0.83,
and 0.84+0.01 for MAE, RMSE, PSNR and SSIM
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INTRODUCTION DEEP LEARNING ARCHITECTURE

Synthesizing CT from MR is needed for dose sin
calculation in MR-only radiotherapy planning. A lot of . BPPI
work has been done to use deep learning for this o M ( /

i i 1,2 LupuilM_K
purpose, including CycleGAN'2. Howeve-r, all of these compared with source model, target model and
works tested the model on data acquired with the combined model using T1 FLAIR dataset.

same MR protocols, so it is currently unknown how - it Mk Adapted model also achieved the lowest MAE
well the trained model will work for data from different Symheric ddy : AP spadecr (74.89%15.64), RMSE (195.73+31.29) and highest
hospitals and from different MR protocols. The . . , : PSNR (27.72%1.43), SSIM (0.83+0.04), using T1
purpose of his work is to address the model P  asssd POST dataset. The results are shown in Table 1
generalizability by using transfer learning to adapt the ; 'L : AN y and Table 2. Source model has the worst

model from T2 MR to T1 MR. Ll s NN performance for all quantitative metrics, which is
consistent with visual results.

Table 1: Quantitative evaluation of different solutions on model
generalizability for T1-FLAIR dataset. 1 means larger numbers
are better, | means smaller numbers are better. Figure 1: Visual evaluation results from one typical T1-FLAIR patient. From left to right, they
are real T1-FLAIR MR, sCT images generated using source model, target model, combined
model and adapted model, and corresponding real CT.

DATASET SETTINGS

+ Source model
+ 28 T2 MR data for training
+ 5T1-FLAIR and 6 T1-POST patients for testing
+ Target model
* 14 T1-FLAIR data for training and 5 T1-FLAIR
patients data for testing
* 18 T1-POST data for training and 6 T1-POST
patients data for testing
« Combined model
+ 28 T2 MR and 14 T1-FLAIR patients data for

METHODS

Three different types of MR images were collected,
including T2 MR, T1-FLAIR MR and T1-POST MR. T2
MR dataset was acquired from Shenzhen Second
People’s Hospital, T1-FLAIR and T1-POST datasets
were collected from University of Texas Southwestern
Medical Center. We took T2 MR and corresponding CT
images as the source dataset, T1-FLAIR MR and T1-
POST MR as the target datasets. Four different models

T1-POST MR Source sCT Target sCT Combined sCT Adapted sCT Real CT

Target model

Table 2: Quantitative evaluation of different solutions on model
generalizability for T1-POST dataset. 1 means larger numbers are
better, | means smaller numbers are better.

were investigated in this work. Including source training, 5 T1-FLAIR patients for testing — T T ——
model, target model, combined model and transfer - 28 T2 MR and 18 T1-POST patients data for e B
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learning based adapted model. training, 6 T1-POST patients for testing

» Source model

+ Training with source domain dataset from scratch
and testing with target domain dataset

+ Target model

» Training with target domain dataset and testing
with target domain dataset

+ Combined model

+ Training with source domain dataset and target
domain dataset together, and testing with target
domain dataset

+ Adapted model

+ Using transfer learning strategy to train a model
with source domain dataset and retrain the pre-
trained model with target domain dataset, and
testing with with target domain dataset

» Adapted model -
» 28 T2 data for pre-training and retraining on
14 T1-FLAIR data, testing on 5 T1-FLAIR data

« 28 T2 data for pre-training and retraining on
18 T1-FLAIR data, testing on 6 T1-FLAIR data

Figure 2: Visual evaluation results from one typical T1-POST patient. From left to right, they
are real T1-FLAIR MR, sCT images generated using source model, target model, combined
model and adapted model, and corresponding real CT.

CONCLUSIONS

This work indicates that the pre-trained CycleGAN
model for MR to CT conversion can be transferred
to the datasets acquired through different scanning
protocols with limited data. Therefore, other
hospitals could easily apply the trained model to
their datasets to achieve better sCT generating
performance.
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