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Motivation for Present Work Part 1: CZT Detector Model Part 2: Optimizing and Validating Simulation Model Parameters

A. Optimizing Simulation Parameters B. Validating Parameters

Motivation Simplified Model' Implemented in Geant4 and MATLAB

Photon deposits E, keV at (xq,¥4, 2o) and

Eo generates N, clouds of n, , electrons each Final model parameters validated by assessing

image quality of a 5em-thick phantom with 2
spherical sources (center 3cm from detector)

Quantitative functional breast imaging could aid in lesion detection, Final model parameters heuristically optimized through trial-and-error

treatment planning, and treatment response assessment,

Comp|ementing the physi0|ogic data of mammography/ultrasound Starting parameter values for Optimization from GE Healthcare or Pretorius et al.1
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quantification Xy Pixelated | induce a £ keV signal Energy Spectra and Resolution Spatial Resolution Sensitivity

. LY Anodes 2y —d
To help achieve our goal, we have developed a +'p Ep=(ny %) 2 ""P( T ) (km (zO—d)) 99M e 99mTe 99mTe Good agreement in (Left) line profiles & (right) energy
Monte Carlo simulation of the GE NM750b system "L E, T AT 1 —exp(-2) % in Air withwithout Acrvlic Slabs in Air in Air spectra between measured data (solid lines) and
. y simulated data (dotted lines)

with Cadmium-Zinc-Telluride (CZT) detectors

Model Parameter Definitions
Energy spectra
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Good agreement of spectra
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Key Takeaways

Validated simulation of GE NM750b allows us to perform idealized
experiments to construct physics-based quantitative MBI

Geant4 toolkit is used to track and record particle interactions (e.g.
photoelectric, Compton scatter, etc.) throughout the simulated world

Part 3: Testing Accuracy of °"Tc Quantification

Simulation Experiments

Quantitation Techniques Evaluated for each Photopeak ROl cpMd

Key Lesson: Quantitation Accuracy Depends on ROI Size

Background: 10cm thick Air or 50/50
Breast Tissue (non-radioactive)

Sources: at 20

distances from center of detector

1. NC cplMd

2. AC cpMd

3. SAC cpid

Photopeak window counts
with no corrections

NC cpMd with geometric
mean attenuation correction?®

NC cpMd with dual-energy-
window scatter correction and geo.
mean attenuation correction3

Mean % ¢ of relative errors in cpMd (AcpMd) for sources in air and in breast tissue.
[ Error relative to NC cpMd with r=75mm ROI for source in air (assumed gold standard) ]

Due to the relative inclusion of primary and scatter signal in tissue ROls:
« Larger ROIs (e.g. 15mm) required both SAC (mean error of -5%)
+ Smaller ROIs (e.g. 7.5mm) required only AC (mean error of 2%)
+ Single-pixel ROIs never accurately quantified activity (mean error of -88%)

Extensive studies on quantitation underway with newly validated MBI simulation

Simplified model of charge generation, diffusion, and induction can A .
be easily adapted for other pixelated semiconductor detector cISOMIStoneSrSim iSton) Sources In AI
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