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INTRODUCTION METHODS RESULTS

Reliable automatic treatment plan evaluation can help

accelerate the plan optimization and approval process, * The input of the model is the dose and contours for A) B)

especially for adaptive treatment re-planning. Plan quality the PTV and OARs and the output is that 1) the first e . 7 = e85 _ The trained model for “Dr. PlanlQ”

quantification is subjective to individual physicians’ preference plan is better; 2) the second plan is better; or 3) two g S can achieve 0.9 binary accuracy on

. e 525 i i o P . . .
and can hardly be done with a simple algorithm such as plans are similar. E 407 the  validation data.  Minor
PlaniQ. g 500 B overfitting was observed with data
* The model is first trained using the PlanlQ scores [2] 4 _a - 150 augmentation implemented.
Although there are several attempts to evaluate treatment . . . 6:
| | h I £l for all the plans in training dataset so it works for an 0 1 5 3 4 5 8 0 : 2 , 4 . A the 4 validati th

itati e mong the 4 validation cases, the

plans quantitatively, the score could not represent fully idealized virtual physician called “Dr. PlanlQ”. Then Q) Pan # D) rangs & ’

ician’ ini i i number of plans per patient ranges
physician’s opinion. Deep learning models have the potential the trained model is adapted to the real physician’s & _ . | b p per p 8

to automatically evaluate the plan, and the main challenge is . ; 4.18 . ' B from 6 to 11, and the model
preference through transfer learning. g :

that the clinical treatment plan evaluation label is limited and ; 50 ‘ ; predicts the ranking correctly

qualitative. C 4 R Wa i except for one case when the
S “ & i predicted score were very similar
- 7 420 5 J across all plans.

AIM DATASETS 0 2 - 6 8 10 0 2 4 6 8 10

Here we propose a deep learning model that can automatically « We have in total 66 head and neck patients treated by s Pl

rank treatment plans for each patient based on specific the same physician Figure 3. The predicted score ranking vs. Plan 1Q score ranking for all four validation cases.

physician’s preference.

* 1-29 plans per patient The model ranked all the plans correctly. Notice that considering we don’t have a score for each plan from our physician, plan-1Q score is

not directly put as the label during the training process. Instead, the ranking of the plan-IQ scores is the label, so it is a more challenging

* 738 plansin total task compared to regression.

METHODS * We randomly picked 62 cases for training and 4 cases
The general workflow of the proposed method was shown in for validation. We plan to acquire another 10 cases for To evaluate the transfer learning feasibility, we have compared the similarity between the Plan-1Q scoring and physician’s preference.
Figure 1. A Siamese model [1] is trained using pairwise separate testing. We calculated the approved plan Plan-1Q ranking among all the plans for each patient, and the median ranking for approved plan is
comparison label between plans within a patient, and the " lution I 5 x 5 x 83.3%. This shows that the score and physician’s opinion are mostly consistent, indicating the transfer learning can possibly achieve high
’ * Plan resolutionis5x5x 5 mm . .
predicted scores for each plan gives the rank of all plans for accuracy in this task.
Qnepatient, Figure 1. CNN
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i Binary .
| Training share Cross-Entropy | evaluation . . I
| Phase weights y | del. | * We proposed a model to use Siamese network to utilize the qualitative preference i \
l = J' mode. in label and transfer learning to deal with limited training data. 1] Doughty, ., "Damen, 0. dnd Mayol-Cuevas, W., 2018. Who s

training phase Better? Who's Best? Pairwise Deep Ranking for Skill

__________________________ -~ . . . R . .
ol el et . [tstrainedvia * We have shown the feasibility of evaluating and ranking a set of plans for one Determination. In Proceedings of the IEEE Conference on
( T L pairise patient trained with paired-wise plan preference label. Computer Vision and Pattern Recognition (pp. 6057-6066).
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* We expect to see similar results after transfer learning based on each physician’s of auto-planning in IMRT and VMAT for head and neck cancer.

based
) preference. Journal of applied clinical medical physics, 20(7), pp.39-47.

https://www.utsouthwestern. eduf\ab:.fma\at



http://www.tcpdf.org

